Announcements: November 5

- Midterm 3 on §4.5-6.5 Nov 16 in recitation
- Quiz 6.1-6.2 Friday in recitation
- WeBWorK 6.1-6.2 due Wednesday
- My office hours Wed 2-3 and Friday 9:30-10:30 in Skiles 234
- TA office hours
  - Arjun Wed 3-4 Skiles 230
  - Talha Tue/Thu 11-12 Clough 248
  - Athreya Tue 3-4 Skiles 230
  - Olivia Thu 3-4 Skiles 230
  - James Tue 11-12 Skiles 230
  - Jesse Wed 9:30-10:30 Skiles 230
  - Vajraang Thu 11-12 Skiles 230
  - Hamed Thu 11:15-12, 1:45-2:45, 3-4:15 Clough 280
- Math Lab Monday-Thursday 11:15-5:15 Clough 280
- PLUS Sessions
  - Mon/Wed 6-7 (Westside Activity Room)
  - Tue/Thu 6-7 (GT Connector)
Taffy pullers

How efficient is this taffy puller?

If you run the taffy puller, the taffy starts to look like the shape on the right. Every rotation of the machine changes the number of strands of taffy by a matrix:

\[
\begin{pmatrix}
1 & 0 & 2 \\
2 & 1 & 2 \\
4 & 2 & 3 \\
\end{pmatrix}
\]

The largest eigenvalue $\lambda$ of this matrix describes the efficiency of the taffy puller. With every rotation, the number of strands multiplies by $\lambda$. 
Section 6.5
Complex Eigenvalues
Outline of Section 6.5

• Rotation matrices have no eigenvectors
• Crash course in complex numbers
• Finding complex eigenvectors and eigenvalues
• Complex eigenvalues correspond to rotations + dilations
A matrix without an eigenvector

Recall that rotation matrices like

\[
\begin{pmatrix}
1 & -1 \\
1 & 1
\end{pmatrix}
\]

and

\[
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
\]

have no eigenvectors. Why?
**Imaginary numbers**

*Problem.* When solving polynomial equations, we often run up against the issue that we can’t take the square root of a negative number:

\[ x^2 + 1 = 0 \]

*Solution.* Take square roots of negative numbers:

\[ x = \pm \sqrt{-1} \]

We usually write \( \sqrt{-1} \) as \( i \) (for “imaginary”), so \( x = \pm i \).

Now try solving these:

\[ x^2 + 3 = 0 \]

\[ x^2 - x + 1 = 0 \]
Complex numbers

We can add/multiply (and divide!) complex numbers:

\[(2 - 3i) + (-1 + i) =\]

\[(2 - 3i)(-1 + i) =\]
Complex numbers

The complex numbers are the numbers

\[ \mathbb{C} = \{ a + bi \mid a, b \in \mathbb{R} \} \]

We can conjugate complex numbers: \( \overline{a + bi} = a - bi \)
Complex numbers and polynomials

**Fundamental theorem of algebra.** Every polynomial of degree $n$ has exactly $n$ complex roots (counted with multiplicity).

**Fact.** If $z$ is a root of a real polynomial then $\overline{z}$ is also a root.

So what are the possibilities for degree 2, 3 polynomials?
Complex eigenvalues

Say $A$ is a square matrix with real entries.

We can now find complex eigenvectors and eigenvalues.

**Fact.** If $\lambda$ is an eigenvalue of $A$ with eigenvector $v$ then $\bar{\lambda}$ is an eigenvalue of $A$ with eigenvector $\bar{v}$.

Why?
Complex eigenvalues

Find the complex eigenvalues and eigenvectors for

\[
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
\]
Three shortcuts for complex eigenvectors

Suppose we have a $2 \times 2$ matrix with complex eigenvalue $\lambda$.

(1) We do not need to row reduce $A - \lambda I$ by hand; we know the bottom row will become zero.

(2) Then if the reduced matrix is:

$$A = \begin{pmatrix} x & y \\ 0 & 0 \end{pmatrix}$$

the eigenvector is

$$A = \begin{pmatrix} -y \\ x \end{pmatrix}$$

(3) Also, we get the other eigenvalue/eigenvector pair for free: conjugation.
Complex eigenvalues

Find the complex eigenvalues and eigenvectors for

$$\begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} 1 & -2 \\ 1 & 3 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & -2 \\ 0 & 2 & 0 \end{pmatrix}$$
Summary of Section 6.5

- Complex numbers allow us to solve all polynomials completely, and find $n$ eigenvectors for an $n \times n$ matrix.
- If $\lambda$ is an eigenvalue with eigenvector $v$ then $\overline{\lambda}$ is an eigenvalue with eigenvector $\overline{v}$.