Announcements Oct 14

e Please turn on your camera if you are able and comfortable doing so
e WeBWorK on Sections 3.4, 3.5, 3.6 due Thursday night
e Second Midterm Friday Oct 16 8 am - 8 pm on §2.6-3.6 (not §2.8)

e My Office Hours Tue 11-12, Thu 9-10, and by appointment
e TA Office Hours
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e Review session Thu 4-5 with Seokbin

e No studio on Friday

e Tutoring: http://tutoring.gatech.edu/tutoring

e PLUS sessions: http://tutoring.gatech.edu/plus-sessions

e Math Lab: http://tutoring.gatech.edu/drop-tutoring-help-desks
e For general questions, post on Piazza

e Find a group to work with - let me know if you need help

e Counseling center: https://counseling.gatech.edu



Section 2.6

Subspaces



All the ways

Here are all the ways we know to describe a subspace:

1. As span:
—1 —1
Span 1 1, 0
0 1
2. As a column space:
-1 -1
Col 1 0

0 1 x =t

/ A
3. As a null space: t=¢ )[-
Nul(1 1 1) (

4. As the set of solutions to a homogeneous linear system:
r+y+2=0
5. Same, but in set builder notation:

a
b ca+b+c=0
c



Section 2.6 Summary

A subspace of R" is a subset V' with:

1. The zero vector is in V.
2. If wand v arein V, then u + v is also in V.
3. fuisin Vand cis in R, then cu € V.

Two important subspaces: Nul(A) and Col(A)

e Find a spanning set for Nul(A) by solving Az = 0 in vector parametric
form

e Find a spanning set for Col(A) by taking pivot columns of A (not reduced
A)

Four things are the same: subspaces, spans, planes through 0, null spaces



Typical exam questions

o Consider the set {(z,y) € R* | zy > 0}. Is it a subspace? If not, which
properties does it fail?

o Consider the z-axis in R>. Is it a subspace? If not, which properties does
it fail?

o Consider the set {(z,y,z,w) € R* |z +y — z +w = 0}. Is it a subspace?
If not, which properties does it fail?

e Find spanning sets for the column space and the null space of

1
A= 4
7
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e True/False: The set of solutions to a matrix equation is always a subspace.

o True/False: The zero vector is a subspace.






Section 2.7

Bases



Basis theorem

Basis Theorem
If V' is a k-dimensional subspace of R", then
e any k linearly independent vectors of V' form a basis for V'

e any k vectors that span V form a basis for V'

In other words if a set has two of these three properties, it is a basis:

spans V/, linearly independent, k vectors

We are skipping Section 2.8 this semester. But remember: the whole point of a
basis is that it gives coordinates (like latitude and longitude) for a subspace.
Every point has a unique address.



Basis theorem

Basis Theorem
If V' is a k-dimensional subspace of R", then
e any k linearly independent vectors of V' form a basis for V'

e any k vectors that span V form a basis for V'

In other words if two of these three properties, it is a basis: 20
spans V/, Jinearly independent,
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We are skipping Section 2.8 this semester. But remember: the whole point of a
basis is that it gives coordinates (like latitude and longitude) for a subspace.
Every point has a unique address.



Typical exam questions

o Find a basis for the yz-plane in R?

e Find a basis for R? where no vector has a zero

o How many vectors are there in a basis for a line in R7?

o True/false: every basis for a plane in R® has exactly two vectors.

o True/false: if two vectors lie in a plane through the origin in R® and they
are not collinear then they form a basis for the plane.

e True/false: The dimension of the null space of A is the number of pivots
of A.

o True/false: If b lies in the column space of A, and the columns of A are
linearly independent, then Ax = b has infinitely many solutions.

e True/false: Any three vectors that span R? must be linearly independent.






Section 2.9

The rank theorem



Rank Theorem

On the left are solutions to Az = 0, on the right is Col(A):

1 0 -1] [-1.00 4.
01 1 2.00 | = | 5.00
11 0 3.00 1.00

[Click and drag the heads of x and b]

Open Controls

Input Output
X
b,.
[1 -1 2] ;1(']%0 _[3.00]
=2 2 4|15 od —6.00

[Click and drag the heads of x and b]

Input \ Output
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Typical exam questions

e Suppose that A is a 5 x 7 matrix, and that the column space of A is a line
in R®. Describe the set of solutions to Az = 0.

e Suppose that A is a 5 x 7 matrix, and that the column space of A is R®.
Describe the set of solutions to Ax = 0.

e Suppose that A is a 5 X 7 matrix, and that the null space is a plane. Is
Ax = b consistent, where b = (1,2,3,4,5)7?
o True/false. There is a 3 X 2 matrix so that the column space and the null

space are both lines.

o True/false. There is a 2 x 3 matrix so that the column space and the null
space are both lines.

e True/false. Suppose that A is a 6 X 2 matrix and that the column space
of A is 2-dimensional. Is it possible for (1,0) and (1,1) to be solutions to
Az = b for some b in R®?






Chapter 3

Linear Transformations and Matrix Algebra



Sections 3.1

Matrix Transformations



Where are we?

In Chapter 1 we learned to solve all linear systems algebraically.
In Chapter 2 we learned to think about the solutions geometrically.

In Chapter 3 we continue with the algebraic abstraction. We learn to think
about solving linear systems in terms of inputs and outputs. This is similar to
control systems in AE, objects in computer programming, or hot pockets in a
microwave.

More specifically, we think of a matrix as giving rise to a function with inputs
and outputs. Solving a linear system means finding an input that produces a
desired output. We will see that sometimes these functions are invertible,
which means that you can reverse the function, inputting the outputs and
outputting the inputs.

The invertible matrix theorem is the highlight of the chapter; it tells us when
we can reverse the function. As we will see, it ties together everything in the
course.



Section 3.1 Summary

e If A is an m X n matrix, then the associated matrix transformation 7T is

given by T'(v) = Av. This is a function with domain R™ and codomain
R™ and range Col(A).

o If Aisn xn then T does something to R"™; basic examples: reflection,
projection, scaling, shear, rotation



Typical exam questions
e What does the matrix (" % ) do to R*?

—1/vV21/V2

o

8) do to R3?

e What does the matrix ( 1/v2 1/\/5) do to R??
(288

. /1
e What does the matrix 00
. (00 o
e What does the matrix ((1) (f) do to R*7?
e True/false. If A is a matrix and T is the associated matrix transformation,
then the statement Ax = b is consistent is equivalent to the statement

that b is in the range of T.

o True/false. There is a matrix A so that the domain of the associated
matrix transformation is a line in R?.






Section 3.2

One-to-one and onto transformations



Summary of Section 3.2

e T :R"™ — R™ is one-to-one if each b in R™ is the output for at most one
vin R™.
e Theorem. Suppose T : R™ — R™ is a matrix transformation with matrix
mwn =A. Then the following are all equivalent: .
T is one-to-one d Y% Co' (A) =# F'VD}S
the columns of A are linearly independent N e~
Az = 0 has only the trivial solution " onge

A has a pivot in each column<=—=> n "’\\VO*5
the range has dimension n

\ A A A/

e T :R" — R™ is onto if the range of T equals the codomain R™, that is,
each b in R™ is the output for at least one input v in R™.

e Theorem. Suppose T : R™ — R™ is a matrix transformation with matrix
A. Then the following are all equivalent:

T is onto

the columns of A span R™

A has a pivot in each row «—> pi Vo\'_S
Ax = b is consistent for all b in R™.

the range of T' has dimension m {a\’\%e/ ‘Mz— .__;‘Ei;
N‘* Ohe 4o - gV~ 'p"' ’—3'“7:5 hot onetoon
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Typical exam questions

o True/False. It is possible for the matrix transformation for a 5 x 6 matrix
to be both one-to-one and onto.

o True/False. The matrix transformation T : R> — R? given by projection
to the yz-plane is onto.

o True/False. The matrix transformation T : R? — R? given by rotation by
7 is onto.

e |s there an onto matrix transformation R? — R3? If so, write one down, if
not explain why not.

e Is there an one-to-one matrix transformation R? — R3? If so, write one
down, if not explain why not.






Section 3.3

Linear Transformations



Linear transformations

Which properties of a linear transformation fail for this function T : R? — R??
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Summary of Section 3.3

e A function T': R™ — R™ is linear if
> T(u+v) =T(u)+ T(v) for all u,v in R™,
» T(cv) = cT'(v) for all v € R™ and ¢ in R.
e Theorem. Every linear transformation is a matrix transformation (and
vice versa).

e The standard matrix for a linear transformation has its ¢th column equal

to T'(e;). \
E\/EM,( wat vix ‘\'mvxsg g \\'V\szwf \Ym?:



Typical Exam Questions Section 3.3

o Is the function T : R — R given by T'(x) = = + 1 a linear transformation?
e Suppose that 7' : R? — R? is a linear transformation and that

3 3
T(i): 3 and T(?)z 1
1 1

What is

e Find the matrix for the linear transformation 7 : R® — R3 that rotates
about the z-axis by m and then scales by 2.

o Suppose T : R?® — R? is the function given by:

x z
T| vy = 0
z x

Is this a linear transformation? If so, what is the standard matrix for 1'?

e Is the identity transformation one-to-one?
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Section 3.4

Matrix Multiplication



Summary of Section 3.4

e Composition: (T'oU)(v) =T (U(v)) (do U then T)
e Matrix multiplication: (AB);; = r; - b;
e Matrix multiplication: the ith column of AB is A(b;)

e Suppose that A and B are the standard matrices for the linear
transformations 7' : R™ — R™ and U : R? — R"™. The standard matrix for
ToUis AB.

e Warning!

» AB is not always equal to BA
» AB = AC does not mean that B =C
» AB = 0 does not mean that A or B is 0



Typical Exam Questions 3.4

o True/False. If A is a 3 x 4 matrix and B is a 4 X 3 matrix, then it makes
sense to multiply A and B in both orders.

e True/False. If it makes sense to multiply a matrix A by itself, then A must
be a square matrix.

o True/False. If A is a non-zero square matrix, then A? is a non-zero square
matrix.

o True/False. If A= —1I,, and B is an n X n matrix, then AB = BA.

e Find the standard matrices for the projections to the xy-plane and the
yz-plane in R®. Find the matrices for the linear transformations obtained
by doing these two linear operations in the two different orders. Are the
answers the same?

o Find the standard matrix A for projection to the zy-plane in R?. What is
A??

o Find the standard matrix A for reflection in the xy-plane in R®. Is there a
matrix B so that AB = I37
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Section 3.5

Matrix Inverses



Summary of Section 3.5

e A is invertible if there is a matrix B (called the inverse) with

AB=BA=1,

For a 2 x 2 matrix A we have that A is invertible exactly when det(A) # 0

and in this case
A7 = detl(A) ( —i _2 ) On\\t Ll
S\W‘\\”‘( gﬂ: "'”\) W

If A is invertible, then Az = b has exactly one solution:
vl -
z=A""b. g\/ n>

(A"~ = A and (AB)"' = B~1A~!

Recipe for finding inverse: row reduce (A | I,,).

Invertible linear transformations correspond to invertible matrices.

-\

W
v (\13 | 2> |\ ocoO (a(ephmz,
‘ 45’47 o\ 6
W‘A 1< 3 2(% oo )
‘JJo(\CS g/ nxhm



Typical Exam Questions 3.5

e Find the inverse of the matrix

3 0 2
2 0 =2
0 1 1

e Find a 2 X 2 matrix with no zeros that is equal to its own inverse.

e Solve for the matrix X. Assume that all matrices that arise are invertible:
AX(C+DX)'=B

o True/False. If A is invertible, then A? is invertible?

e Which linear transformation is the inverse of the clockwise rotation of R?
by /47

e True/False. The inverse of an invertible linear transformation must be
invertible.

e Find a matrix with no zeros that is not invertible.

e Are there two different rabbit populations that will lead to the same
population in the following year?



Section 3.6

The invertible matrix theorem




The Invertible Matrix Theorem

Say A = n xn matrix and T : R™ — R" is the associated linear
transformation. The following are equivalent.

(1) Ais invertible

(2) T is invertible (M\SIQOS’Q/
(3) The reduced row echelon form of A is I,g gl

(4) A hasn pivotsj

(5) Az = 0 has only 0 solution

(6) Nul(A) = {0} ( "
(7) nullity(A) =0 Co A = SlL )
(8) columns of A are linearly independent

(9) columns of A form a basis for R™

(10) T is one-to-one AT = (E@
(11) Az = b is consistent for all b in R" 3¢9

(12) Az = b has a unique solution for all b in R" (0"“)

(13) columns of A span R" (20) A \V\wat‘u"/
(14) Col(A) =R" Gim s ]
(15) rank(A) = n 21) rews Wi o
(16) T isonto____————— (7,7,) rows PN -IRY\

(17) A has a left inverse

) rowS b@i?—
(18) A has a right inverse (‘q) dd? A#; O ( o



The Invertible Matrix Theorem

— Poll \
Which are true? Why?

m) If A is invertible then the rows of A span R" \'&S

n) If Ax = b has exactly one solution for # b in R" \\Q‘S
then A is row equivalent to the identity.

o) If A is invertible then A is invertible Y$ (dﬂ:w
p) If A% is invertible then A is invertible \\QS (AQ)J

\ J

A



Typical Exam Questions Section 3.6

In all questions, suppose that A is an n X n matrix and that 7" : R™ — R" is
the associated linear transformation. For each question, answer YES or NO.

(1) Suppose that the reduced row echelon form of A does not have any zero
rows. Must it be true that Ax = b is consistent for all b in R™?

(2) Suppose that T is one-to-one. Is is possible that the columns of A add up
to zero?

(3) Suppose that Ax = e; is not consistent. Is it possible that 7" is onto?

3
(4) Suppose that n =3 and that 7| 4 | = 0. Is it possible that T has

5
exactly two pivots?

(5) Suppose that n = 3 and that 7' is one-to-one. Is it possible that the range
of T is a plane?
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