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e Tutoring: http://tutoring.gatech.edu/tutoring

e PLUS sessions: http://tutoring.gatech.edu/plus-sessions

Math Lab: http://tutoring.gatech.edu/drop-tutoring-help-desks

For general questions, post on Piazza

Find a group to work with - let me know if you need help

Counseling center: https://counseling.gatech.edu



Chapter 2

System of Linear Equations: Geometry



Where are we?

In Chapter 1 we learned how to completely solve any system of linear equations
in any number of variables. The answer is row reduction, which gives an
algebraic solution.

In Chapter 2 we put some geometry behind the algebra. It is the geometry that
gives us intuition and deeper meaning. For instance...

Ax = b is consistent < b is in the span of the columns of A.
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The solutions to Az = b are parallel to the sefutions to Az = 0.
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Section 2.4

Solution Sets



Parametric Vector Forms for Solutions

Nonhomogeneous case

Find the parametric vector forms for ( ; :2 ) ( :; ) = (

)



Section 2.5

Linear Independence



Section 2.5 QOutline

e Understand what is means for a set of vectors to be linearly independent

e Understand how to check if a set of vectors is linearly independent



Linear Independence

The idea of linear independence: a collection of vectors vy, ..., vk is linearly
independent if they are all pointing in truly different directions. This means
that none of the v; is in the span of the others.
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For example, (1,0,0), (0,1,0) and (0,0, 1) are linearly independent. _
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Also, (1,0,0), (0,1,0) and (1,1,0) are linearly dependent. (,}
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What is this good for? A basic question we can ask about solving linear
equations is: What is the smallest number of vectors needed in the parametric
solution to a linear system? We need linear independence to answer this
question. See the last slide in this section.



Linear Independence
A set of vectors {v1,...,vr} in R™ is linearly independent if the vector equation
1v1 + X2v2 + -+ - + TkvE = 0

has only the trivial solution: It is linearly dependent otherwise.
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So, linearly dependent means there ‘are x1, x2,...,x; not all zero so that

r1v1 + Tova + - -+ 2V = 0

This is a linear dependence reiation.
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Linear Independence

A set of vectors {v1,...,vr} in R™ is linearly independent if the vector equation

T1v1 + Tova + -+ xpvr =0

has only the trivial solution.

< Az = 0 has only the trivial solution
< A has a pivot in each column
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Linear Independence
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Linear Independence

When is {v} is linearly dependent? \l :O “VQ(XU\( (;) - (g)
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When is {v1,v2} is linearly dependent? V"\V\\’\'\?\JLS/
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When is the set {v1,v2,...,v5} linearly dependent?

the answer 1s not -t thay mvu\’r‘\lo\ts/ (olbing”

Fact. The set {v1, va,..., v} is linearly independent if and only if they span a
k-dimensional plane. (algebra <> geometry)
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Fact. The set {vi,v2,...,vr} is linearly dependent if and only if some v; lies in

So e span of v1,...,0;_1. .
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Span and Linear Independence
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Try using the last fact: the set {v1,v2,..., vk } is linearly dependent if and only
if some v; lies in the span of vy,...,v;_1.
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Linear independence and free variables
Theorem. Let v1,...,v, be vectors in R"™ and consider the vector equation
r1v1 + -+ xpve = 0.

The set of vectors corresponding to non-free variables are linearly independent.

So, given a bunch of vectors vy, ..., vk, if you want to find a collection of v;
that are linearly independent, you put them in the columns of a matrix, row

reduce, find the pivots, and then take the original v; corresponding to those
columns.

Example. Try this with (1,1,1), (2,2,2), and (1,2, 3). OY mole
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Linear independence and coordinates

Fact. If v1,...,vg are linearly independent vectors then we can write each
element of
Span{vi, ..., v} Amsg "
in exactly one way as a linear combination of vy,..., vk. ond. ad
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Span and Linear Independence

Two More Facts

Fact 1. Say v1,...,vg are in R", I@then {v1,...,vx} is linearly
dependent.

0.0, L Nedw's W ﬂ? (BD '9

Fact 2. If one of v1,...,vg is O, then {v1,..., vk} is linearly dependent. o (’NO '



Parametric vector form and linear independence

—~ Poll |

Say you find the parametric vector form for a homoge-
neous system of linear equations, and you find that the
set of solutions is the span of certain vectors. Then those
vectors are...

1. always linearly independent
2. sometimes linearly independent

3. never linearly independent

\ J

Example. In Section 2.4 we solved the matrix equation Ax = 0 where

1 2 0 -1 1 0 =8 =7
A= -2 -3 4 5 ~ 0 1 4 3
2 4 0 =2 0 O 0 0

In parametric vector form, the solution is:

8 7
—4 -3
T3 1 + x4 0



Parametric Vector Forms and Linear Independence

In Section 2.4 we solved the matrix equation Az = 0 where

1 2 0 -1 1 0 =8 =7
A= -2 -3 4 5 ~ 0 1 4 3
2 4 0 =2 0 O 0 0

In parametric vector form, the solution is:

8 7

—4 -3

T3 1 + x4 0
0 1

The two vectors that appear are linearly independent (why?). This means that
we can't write the solution with fewer than two vectors (why?). This also
means that this way of writing the solution set is efficient: for each solution,
there is only one choice of x3 and x4 that gives that solution.



Summary of Section 2.5

A set of vectors {v1,...,vr} in R™ is linearly independent if the vector
equation

T1v1 + Tovs + - - + xpvEr =0

has only the trivial solution. It is linearly dependent otherwise.

The cols of A are linearly independent
< Ax = 0 has only the trivial solution.
< A has a pivot in each column

The number of pivots of A equals the dimension of the span of the
columns of A

The set {v1,...,vr} is linearly independent < they span a k-dimensional
plane

The set {v1,...,vr} is linearly dependent < some v; lies in the span of
Viy.eooyVUi—1.

To find a collection of linearly independent vectors among the
{v1,...,vr}, row reduce and take the (original) v; corresponding to pivots.



Typical exam questions

e State the definition of linear independence.

o Always/sometimes/never. A collection of 99 vectors in R'" is linearly
dependent.

o Always/sometimes/never. A collection of 100 vectors in R? is linearly
dependent.

e Find all values of h so that the following vectors are linearly independent:

5 —5 10
7 |, 71, o
1 0 h

o True/false. If A has a pivot in each column, then the rows of A are
linearly independent.

o True/false. If u and v are vectors in R® then {u,v,v/2u — 7o} is linearly
independent.

e If you have a set of linearly independent vectors, and their span is a line,
how many vectors are in the set?



