
Announcements Feb 26

• Midterm 2 on March 6

• I will be away for the review on March 4 (Jankowski will sub)

• WeBWorK 3.2 and 3.3 due Thursday

• Mid-semester evaluation under Quizzes on Canvas (due today!)

• My office hours Monday 3-4 and Wed 2-3 in Skiles 234

• Pop-up office hours today Wed 11-11:30 (this week only) in Skiles 234

• TA office hours in Skiles 230 (you can go to any of these!)
I Isabella Thu 2-3
I Kyle Thu 1-3
I Kalen Mon/Wed 1-1:50
I Sidhanth Tue 10:45-11:45

• PLUS sessions Mon/Wed 6-7 LLC West with Miguel

• Supplemental problems and practice exams on the master web site



Section 3.5

Matrix Inverses



Section 3.5 Outline

• The definition of a matrix inverse

• How to find a matrix inverse

• Inverses for linear transformations



Inverses

To solve
Ax = b

we might want to “divide both sides by A”.

We will make sense of this...



Inverses

A = n× n matrix.

A is invertible if there is a matrix B with

AB = BA = In

B is called the inverse of A and is written A−1

Example: (
2 1
1 1

)−1

=

(
1 −1
−1 2

)



The 2× 2 Case

Let A =

(
a b
c d

)
. Then det(A) = ad− bc is the determinant of A.

Fact. If det(A) 6= 0 then A is invertible and A−1 = 1
det(A)

(
d −b
−c a

)
.

If det(A) = 0 then A is not invertible.

Example.

(
1 2
3 4

)−1

= − 1
2

(
4 −2
−3 1

)
.



Solving Linear Systems via Inverses

Fact. If A is invertible, then Ax = b has exactly one solution:

x = A−1b.

Solve

2x+ 3y + 2z = 1

x+ 3z = 1

2x+ 2y + 3z = 1

Using  2 3 2
1 0 3
2 2 3

−1

=

 −6 −5 9
3 2 −4
2 2 −3





Solving Linear Systems via Inverses

What if we change b?

2x+ 3y + 2z = 1

x+ 3z = 0

2x+ 2y + 3z = 1

Using  2 3 2
1 0 3
2 2 3

−1

=

 −6 −5 9
3 2 −4
2 2 −3



So finding the inverse is essentially the same as solving all Ax = b equations at
once (fixed A, varying b).



Some Facts

Say that A and B are invertible n× n matrices.

• A−1 is invertible and (A−1)−1 = A

• AB is invertible and (AB)−1 = B−1A−1

What is (ABC)−1?



A recipe for the inverse

Suppose A = n× n matrix.

• Row reduce (A | In)
• If reduction has form (In |B) then A is invertible and B = A−1.

• Otherwise, A is not invertible.

Example. Find

 1 0 4
0 1 2
0 −3 −4

−1

 1 0 4 1 0 0
0 1 2 0 1 0
0 −3 −4 0 0 1

 
 1 0 4 1 0 0

0 1 2 0 1 0
0 0 2 0 3 1


 

 1 0 0 1 −6 −2
0 1 0 0 −2 −1
0 0 1 0 3/2 1/2



What if you try this on one of our 2× 2 examples, such as ( 2 1
1 1 )?



Why Does This Work?

First answer: we can think of the algorithm as simultaneously solving

Ax1 = e1

Ax2 = e2

and so on. But the columns of A−1 are A−1ei, which is xi.



Matrix algebra with inverses

We saw that if Ax = b and A is invertible then x = A−1b.

We can also, for example, solve for the matrix X, assuming that

AX(C +DX)−1 = B

Assume that all matrices arising in the problem are n× n and invertible.



Invertible Functions

A function T : Rn → Rn is invertible if there is a function U : Rn → Rn, so

T ◦ U = U ◦ T = identity

That is,

T ◦ U(v) = U ◦ T (v) = v for all v ∈ Rn

Fact. Suppose A = n× n matrix and T is the matrix transformation. Then T
is invertible as a function if and only if A is invertible. And in this case, the
standard matrix for T−1 is A−1.

Example. Counterclockwise rotation by π/2.



Which are invertible?

Which are invertible linear transformations of R2?
• reflection about the x-axis

• projection to the x-axis

• rotation by π

• reflection through the origin

• a shear

• dilation by 2

Poll



Summary of Section 3.5

• A is invertible if there is a matrix B (called the inverse) with

AB = BA = In

• For a 2× 2 matrix A we have that A is invertible exactly when det(A) 6= 0
and in this case

A−1 =
1

det(A)

(
d −b
−c a

)
• If A is invertible, then Ax = b has exactly one solution:

x = A−1b.

• (A−1)−1 = A and (AB)−1 = B−1A−1

• Recipe for finding inverse: row reduce (A | In).
• Invertible linear transformations correspond to invertible matrices.


