








Section 3.4
Matrix Multiplication





Function composition

Remember from calculus that if f and g are functions then the composition

f � g is a new function defined as follows:

f � g(x) = f(g(x))

In words: first apply g, then f .

Example: f(x) = x2
and g(x) = x+ 1.

Note that f � g is usually di↵erent from g � f .









Matrix Multiplication and Linear Transformations

As above, the composition T � U means: do U then do T

Fact. Suppose that A and B are the standard matrices for the linear

transformations T : Rn ! Rm
and U : Rp ! Rn

. The standard matrix for

T � U is AB.

Why?

(T � U)(v) = T (U(v)) = T (Bv) = A(Bv)

So we need to check that A(Bv) = (AB)v. Enough to do this for v = ei. In
this case Bv is the ith column of B. So the left-hand side is A times the ith
column of B. The right-hand side is the ith column of AB which we already

said was A times the ith column of B. It works!













Summary of Section 3.4

• Composition: (T � U)(v) = T (U(v)) (do U then T )

• Matrix multiplication: (AB)ij = ri · bj
• Matrix multiplication: the ith column of AB is A(bi)

• Suppose that A and B are the standard matrices for the linear

transformations T : Rn ! Rm
and U : Rp ! Rn

. The standard matrix for

T � U is AB.

• Warning!

I AB is not always equal to BA
I AB = AC does not mean that B = C
I AB = 0 does not mean that A or B is 0





Inverses

To solve
Ax = b

we might want to “divide both sides by A”.

We will make sense of this...







Solving Linear Systems via Inverses

Fact. If A is invertible, then Ax = b has exactly one solution:

x = A�1b.

Solve

2x+ 3y + 2z = 1

x+ 3z = 1

2x+ 2y + 3z = 1

Using
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Solving Linear Systems via Inverses

What if we change b?

2x+ 3y + 2z = 1

x+ 3z = 0

2x+ 2y + 3z = 1

Using
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So finding the inverse is essentially the same as solving all Ax = b equations at
once (fixed A, varying b).


