


Section 2.5
Linear Independence



Section 2.5 Outline

• Understand what is means for a set of vectors to be linearly independent

• Understand how to check if a set of vectors is linearly independent





















Parametric Vector Forms and Linear Independence

In Section 2.4 we solved the matrix equation Ax = 0 where
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In parametric vector form, the solution is:
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The two vectors that appear are linearly independent (why?). This means that
we can’t write the solution with fewer than two vectors (why?). This also
means that this way of writing the solution set is e�cient: for each solution,
there is only one choice of x3 and x4 that gives that solution.



Summary of Section 2.5

• A set of vectors {v1, . . . , vk} in Rn is linearly independent if the vector
equation

x1v1 + x2v2 + · · ·+ xkvk = 0

has only the trivial solution. It is linearly dependent otherwise.

• The cols of A are linearly independent
, Ax = 0 has only the trivial solution.
, A has a pivot in each column

• The number of pivots of A equals the dimension of the span of the
columns of A

• The set {v1, . . . , vk} is linearly independent , they span a k-dimensional
plane

• The set {v1, . . . , vk} is linearly dependent , some vi lies in the span of
v1, . . . , vi�1.

• To find a collection of linearly independent vectors among the {v1, . . . , vk}


