


Section 3.6
The invertible matrix theorem





The Invertible Matrix Theorem

There are two kinds of square matrices, invertible and non-invertible matrices.

For invertible matrices, all of the conditions in the IMT hold. And for a

non-invertible matrix, all of them fail to hold.

One way to think about the theorem is: there are lots of conditions equivalent

to a matrix having a pivot in every row, and lots of conditions equivalent to a

matrix having a pivot in every column, and when the matrix is a square, all of

these many conditions become equivalent.



Example

Determine whether A is invertible. A =

0

@
1 0 �2
3 1 �2

�5 �1 9

1

A

It isn’t necessary to find the inverse. Instead, we may use the Invertible Matrix

Theorem by checking whether we can row reduce to obtain three pivot

columns, or three pivot positions.

A =

0

@
1 0 �2
3 1 �2

�5 �1 9

1

A 

0

@
1 0 �2
0 1 4
0 1 �1

1

A 

0

@
1 0 �2
0 1 4
0 0 3

1

A

There are three pivot positions, so A is invertible by the IMT (statement c).



Where are we?

• We have studied the problem Ax = b

• We next want to study Ax = �x

• At the end of the course we want to almost solve Ax = b

We need determinants for the second item.



Sections 4.1 and 4.3
The definition of the determinant and volumes



Outline of Sections 4.1 and 4.3

• Volume and invertibility

• A definition of determinant in terms of row operations

• Using the definition of determinant to compute the determinant

• Determinants of products: det(AB)

• Determinants and linear transformations and volumes













Computing determinants

...using the definition in terms of row operations

det

0

@
0 1 0
1 0 1
5 7 �4

1

A =



A Mathematical Conundrum

We have this definition of a determinant, and it gives us a way to compute it.

But: we don’t know that such a determinant function exists.

More specifically, we haven’t ruled out the possibility that two di↵erent row
reductions might gives us two di↵erent answers for the determinant.

Don’t worry! It is all okay.

We already gave the key idea: that determinant is just the volume of the
corresponding parallelepiped. You can read the proof in the book if you want.

Fact 1. There is such a number det and it is unique.



Properties of the determinant

Fact 1. There is such a number det and it is unique.

Fact 2. A is invertible , det(A) 6= 0 important!

Fact 3. detA = (�1)#row swaps used
⇣

product of diagonal entries of row reduced matrix
product of scalings used

⌘

Fact 4. The function can be computed by any of the 2n cofactor expansions.

Fact 5. det(AB) = det(A) det(B) important!

Fact 6. det(AT ) = det(A) ok, now we need to say what transpose is

Fact 7. det(A) is signed volume of the parallelepiped spanned by cols of A.

If you want the proofs, see the book. Actually Fact 1 is the hardest!



Powers

Fact 5. det(AB) = det(A) det(B)

Use this fact to compute

det

0

@

0

@
0 1 0
1 0 1
5 7 �4

1

A
51

A

What is det(A�1)?



Powers

Suppose we know A5 is invertible. Is A invertible?

1. yes

2. no

3. maybe

Poll



Areas of triangles

What is the area of the triangle in R2 with vertices (1, 2), (4, 3), and (2, 5)?

What is the area of the parallelogram in R2 with vertices (1, 2), (4, 3), (2, 5),
and (5, 6)?



Determinants and linear transformations

Say A is an n⇥ n matrix and T (v) = Av.

Fact 8. If S is some subset of Rn, then vol(T (S)) = | det(A)| · vol(S).

This works even if S is curvy, like a circle or an ellipse, or:

Why? First check it for little squares/cubes (Fact 7). Then: Calculus!



Summary of Sections 4.1 and 4.3

Say det is a function det : {matrices} ! R with:

1. det(In) = 1

2. If we do a row replacement on a matrix, the determinant is unchanged

3. If we swap two rows of a matrix, the determinant scales by �1

4. If we scale a row of a matrix by k, the determinant scales by k

Fact 1. There is such a function det and it is unique.

Fact 2. A is invertible , det(A) 6= 0 important!

Fact 3. detA = (�1)#row swaps used
⇣

product of diagonal entries of row reduced matrix
product of scalings used

⌘

Fact 4. The function can be computed by any of the 2n cofactor expansions.

Fact 5. det(AB) = det(A) det(B) important!

Fact 6. det(AT ) = det(A)

Fact 7. det(A) is signed volume of the parallelepiped spanned by cols of A.

Fact 8. If S is some subset of Rn, then vol(T (S)) = | det(A)| · vol(S).



Section 4.2
Cofactor expansions



A formula for the determinant

We will give a recursive formula.

First some terminology:

Aij = ijth minor of A
Aij = (n� 1)⇥ (n� 1) matrix obtained by deleting the ith row and jth column

Cij = (�1)i+j det(Aij)
Cij = ijth cofactor of A

Finally:

det(A) = a11C11 + a12C12 + · · ·+ a1nC1n

Or:

det(A) = a11(det(A11))� a12(det(A12)) + · · · ± a1n(det(A1n))





A formula for the determinant

Another formula for 3⇥ 3 matrices

det

0

@
a11 a12 a13

a21 a22 a23

a31 a32 a33

1

A = a11a22a33 + a12a23a31 + a13a21a32

� a13a22a31 � a12a21a33 � a11a23a32

Use this formula to compute

det

0

@
5 1 0

�1 3 2
4 0 �1

1

A



Expanding across other rows and columns

The formula we gave for det(A) is the expansion across the first row. It turns

out you can compute the determinant by expanding across any row or column:

det(A) = ai1Ci1 + · · ·+ ainCin for any fixed i

det(A) = a1jC1j + · · ·+ anjCnj for any fixed j

Or:

det(A) = ai1(det(Ai1))� ai2(det(Ai2)) + · · · ± ain(det(Ain))

det(A) = a1j(det(A1j))� a2j(det(A2j)) + · · · ± anj(det(Anj))

Compute:

det

0

@
2 1 0
1 1 0
5 9 1

1

A



Determinants of triangular matrices

If A is upper (or lower) triangular, det(A) is easy to compute:

det

0

BB@

2 1 5 �2
0 1 2 �3
0 0 5 9
0 0 0 10

1

CCA



Determinants

What is the determinant?

det

0

BBBB@

0 7 0 0 0
1 0 0 0 0
0 0 0 0 3
0 0 2 0 0
0 0 0 2 0

1

CCCCA

Poll



A formula for the inverse

(from Section 3.3)

2⇥ 2 matrices

A =

✓
a b
c d

◆
 A�1 =

1
ad� bc

✓
d �b

�c a

◆

n⇥ n matrices

A�1 =
1

det(A)

0

B@
C11 · · · Cn1

.

.

.
. . .

.

.

.

C1n . . . Cnn

1

CA

=
1

det(A)
(Cij)

T

Check that these agree!

The proof uses Cramer’s rule (see the notes on the course home page. We’re

not testing on this - it’s just for your information.)



Summary of Section 4.2

• There is a recursive formula for the determinant of a square matrix:

det(A) = a11(det(A11))� a12(det(A12)) + · · · ± a1n(det(A1n))

• We can use the same formula along any row/column.

• There are special formulas for the 2⇥ 2 and 3⇥ 3 cases.


